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Background. Wireless sensor networks using telecommunication airplatforms for monitoring data collection belong to the
class of complex, multifunctional, dynamic systems. To increase the efficiency of functioning of this class of networks, it is
necessary to develop methods that allow achieving various target functions of network management: increase the time of
network functioning, reduce the time of data collection, minimize the resources consumed. An integral part of the wireless
sensor network management system is the subsystem of control over data collection from nodes using telecommunication
airplatforms. When managing the process of data collection there are scientific tasks: finding the minimum number of points
(nodes) of data collection, building the shortest flight routes of these points, defining flight strategies, ensuring the quality of
data exchange, increasing the time of network operation. At present, there are no effective methods and algorithms to solve
these scientific problems. This article is dedicated to the synthesis of methods that solve these problems.

Objective. The purpose of the paper is development and improvement of monitoring data collection methods from wireless
sensor network nodes on the basis of motion and positioning control of telecommunication air platforms.

Methods. The analysis of initial data was performed and the main stages for synthesis of monitoring data collection
methods by telecommunication airplatforms in wireless sensory networks were considered. The following mathematical
models are proposed: clustering of wireless sensors networks; estimation of network nodes power consumption; time of data
collection; quality of monitoring data collection and transmission. The algorithms of search of position and movement of
telecommunication airplatforms for achievement of the given control objectives at monitoring data collection are improved.
The effectiveness of the proposed methods of monitoring data collection has been assessed.

Results. The results of simulation modeling showed that using the proposed models and algorithms in the implementation
of monitoring data collection methods from nodes using telecommunication airplatforms allows: reducing data collection time
by 15-20%; increasing network operation time by 10-15%; reducing the required number of telecommunications airplatforms
to 15%.

Conclusions. The synthesized methods make it possible to: determine the position and trajectory of telecommunication
airplatforms when optimizing various target functions; perform real-time control; plan the trajectory of telecommunication
airplatforms; improve the efficiency of algorithmic and mathematical support of network control system.

Keywords: wireless sensor networks; clustering; telecommunication airplatform; monitoring data collection from UAVs.

1. Introduction Autonomous sensors nodes monitor certain
parameters of objects (environment) of their coverage
area, store the received data and wait for their
transfer to the telecommunication airplatforms.
Telecommunication airplatform flies the sensor
nodes along the calculated route, establishes radio
communication with them, receives and stores the
monitoring data. Upon return to the arrival point, the
TA transmits the monitoring data to the
corresponding data processing center. Features of this
network class are: a significant dimension (hundreds
and thousands of nodes), the limited resources of
nodes on battery power, processor performance,

Wireless sensor networks (WSNs) have become
popular in various areas of use (observation of forest
areas, agricultural fields, oil and gas pipelines,
borders, battlefield, environmental and
meteorological monitoring, search and rescue
missions, etc.) including remote (inaccessible) areas
in the absence of telecommunications infrastructure
[1]. WSN may be designed to operate for several
months or even years in hard-to-reach areas. Under
such  conditions, it is proposed to use
telecommunication airplatforms (TA) to collect
monitoring data from network nodes
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memory, transmitter power, radio channel bandwidth,
etc. Replacing batteries for a large number of nodes
may be impractical or even impossible. Reducing
(redistributing) power consumption of the sensor
nodes is therefore crucial to increase their operating
time. The methods of data collection from the sensor
network nodes using TA suggested today do not
consider the requirements of different target control
functions [1 — 8], peculiarities of specific networks
functioning and require further improvement. The
purpose of the work is to review the process of data
collection methods synthesis from the sensor nodes
of WSN with the use of TA in the absence of
communication infrastructure.

2. Statement of objective

Let's take a look at the general problem definition
[6]. Wireless sensor network contains a certain
number (N) of stationary wireless sensor nodes,
which are randomly located in a certain territory.
Each sensor node consists the following basic
elements: sensors for monitoring environmental
parameters or objects (acoustic, magnetic, vibration,
chemical, temperature, radiation, etc. depending on
the purpose of the sensor network), microcomputer,
battery, memory, transceiver, positioning system,
control system. The network nodes can exchange the
data both among themselves (and form connected
subnetworks) and with TA to transmit monitoring
data to them.

In our case, transmission of the monitoring data
from nodes to a fixed gateway is impossible due to
the lack of telecommunications infrastructure or
limited radio range of nodes. Therefore, data
collection from sensor nodes is performed with the
help of telecommunication airplatforms equipped
with appropriate equipment. Each TA contains the
following main elements: flight control system,
transceiver, data storage system, data collection
control system, implemented as a specialized
software.

In opposition to real-time sensor networks, these
networks receive monitoring data with a certain delay
and are classified as DTN (Delay Tolerant
Networks).

The main stages of the monitoring data collection
process using TA are:

1. Collection of data on network status.

At the initial stage, the entire monitoring area is
flown by TA and data is collected about the network
nodes' parameters (location coordinates, battery
energy, volume of monitoring data, etc.), in the future

- data is collected about the network nodes
parameters at each round of the flight.

2. Calculation of TA data collection points from
the network nodes.

3. Building the flight route by selected data
collection points.

4. TA flight along the route and monitoring
information exchange at the selected points between
nodes and TA.

5. Arrival at the end point and transfer of
information from the TA to the monitoring data
collection center.

Given: characteristics of wireless sensor network
nodes and telecommunication airplatforms:

- number of nodes and their location on the

ground; volume of the i-th node monitoring data -

Vi

- TA amount — Nta =1... Ntagiv

- starting and ending flight point;

- technical and telecommunication characteristics

of nodes and telecommunication airplatforms;

- data collection parameter requirements;

Assumptions: each node and TA have their own
control systems and interact with each other within
the radio communication zone.

Necessary to: to synthesize the method of
monitoring data collection, which allows for a
specific  WSN to determine the number and
coordinates of monitoring data collection points of
the telecommunication airplatforms, TA movement
(positioning) trajectories, data exchange models to
meet certain target network control functions:
minimizing or limiting the data collection time,
maximizing or ensuring the specified network
operation time, minimizing or using the specified
number of TA.

With resource limitations (1: nodes (e; battery
energy, transmitter power, etc.), telecommunication
airplatforms (time, speed, flight height, memory
capacity, etc.), range and speed of exchange in the
radio channel, etc.

Pre-determined requirements for monitoring data
collection quality parameters: the collection of preset
volumes of monitoring data should be performed for
a certain period of time.

3. Stages of synthesis of methods for collecting
monitoring data using TA

The main stages of data collection method

synthesis from network nodes using TA are [7]:

analysis of initial data, determination of control

method and target control functions, selection of

network organization, data collection methods and
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determination of the main stages of their functioning,
building the TA flight path and flight models

determination (Fig. 1).

Synthesis methods of information collection from the WSN nodes using TA
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Fig. 1. Stages of synthesis of the monitoring data collection control system

Let's examine each of the stages in more detail.

1. Analysis of initial data, existing methods of
data collection using TA, requirements.

The following initial data is analyzed: network
characteristics, network nodes characteristics, TA
characteristics, data collection quality requirements,
monitoring data collection system requirements, cost
indicators.

WSN is determined by the following
characteristics:

- monitoring area, number of sensor nodes placed
on it;

- type of monitoring objects (environment),
required parameters of data collection about these
objects or among them;

- type of data collection system (real time, with a
delay);

- the method of monitoring data collection by
nodes (on events, periodically, permanently);

- TA data collection method - from each node
(flying over each node, flying over the entire
monitoring area, flying over certain collecting points)
or designated network nodes during its clustering;

- method of sensor nodes installation (delivery) -
determined (there is a possibility to install nodes at
predetermined locations), random (scattering from
the air, delivery by shells, missiles, etc.);

- requirements to the target control functions.

Each node in the network is characterized by the
following set of characteristics:

-number of sensor modules performing
monitoring;

- operation modes (active - monitoring, data
transmission/receiving; passive - sleep);

- intensity and volume of monitoring data;

- range and model of coverage of each sensor
module;

- initial energy of the node's battery and energy
consumption level in the main modes of operation;

- transmitter power, receiver sensitivity, adopted
protocol of channel level information exchange (for
example, IEEE 802.11, ZigBee, etc.), which
determine the speed and range of transmission in the
radio channel;

- processor performance, memory size, cost;

- accepted exchange protocols for different layers
of the OSI model;

- control system capabilities (accepted methods
and algorithms of monitoring data exchange).

Each  telecommunications  airplatform  is
characterized by:

- UAV type - airplane or rotor type, method and
the launch and landing time;

- weight, time, altitude, flight speed, cost, etc.;

- characteristics  of  transceiver,  processor,
memory, cost, etc.;

- adopted protocols of exchange with nodes at
different layers of the OSI model;

- control system capabilities (monitoring data
collection methods and algorithms).

Data collection control center is characterized by
technical characteristics of TA launch and flight
control, capabilities of hardware, specialized
software that implements the appropriate data
collection method.

Requirements to the data collection quality in the
TA network are specified: volume of collected data,
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time of its collection, the share of collection nodes
(from all nodes of the network or its part), etc.

Also, the necessary requirements for the
monitoring data collection system are defined: the
maximum time of data collection, the minimum time
of operation of the network for monitoring (a given
number of flights), the maximum number of TA, the
cost of equipment and operation, etc.

The analysis of existing methods of data
collection of TA [1 — 8] monitoring to meet the

requirements is carried out. And in case of their
dissatisfaction, new methods of collection or
improvement of existing ones are being developed.

2. Control method and target control functions.

For effective collection process control, it is
necessary to create an appropriate control system
(CS). CS represents a hierarchical interaction of the
network control center, TA control systems and
network nodes control systems (Fig. 2).

; TA control system Network control center
/ T
7 Monitoring data Flight control
TA collection subsystem subsystem Telecommunica- Network status
SR <: tions subsystem collecting subsystem
X - W
. Network status Energy-saving Monitoring dat ;
\\ collecting subsystem subsystem onitoring data Energy-saving
\ collection subsys. subsystem
\\ Telecommunication Decision-making Flight control Decision-making
\ subsystem subsystem subsystem subsystem
Iy
Sensor nodes network
Node 1 Node i < Node N
Control system Control Control
| Telecommunication system e system
| Coverage and monitoring

| Energy-saving

TA monitoring data
transmission subsystem

Fig. 2. Functional model of the network control system

Control decisions can be made centrally (control
center, TA) or decentralized (network node).

Synthesis of CM is a complex task, which is
better to be guided by functional subsystems. CS is a
set of the main functional subsystems: flight control,
telecommunications, monitoring data collection, data
collection on network status, energy saving, decision
making. Each of these subsystems solves its own
control tasks.

The flight control subsystem provides TA flight
on the calculated route, with a certain speed and
altitude.

Telecommunication subsystem provides data
exchange between the nodes and the TA or between
the nodes of the network within radio
communication.

The data collection subsystem on the state of the
network performs the service message exchange
between TA-node or node-node containing the
information on the state of the network nodes
(coordinates, battery energy level, monitoring data
volume, time of active and passive modes, etc.).

The energy-saving subsystem makes the transition
to energy-saving modes of operation of nodes and
TA.

The decision-making subsystem coordinates the
work of the subsystems and searches for solutions
according to the embedded control algorithms.

The data collection subsystem should ensure the
collection of monitoring data from sensor nodes of
the TA when achieving certain target management
functions. This is the subject of our consideration.

The main target functions of data collection are
[6 — 8]: minimizing or limiting the time of data
collection, maximizing or providing the specified
time of the WSN functioning, minimizing the number
of TA, etc.

a) Minimizing or providing a specified time for
data collection (min Tyq; or Tyar < Tyar given) With
quantity restrictions for TA Ny < Nrp gy, specified
amount of monitoring data Vipg < Vipqgiy and
network functioning uptime. Tr < T 4;,[5 — 6].

Time of data collection Ty, (1) depends on the
flight route length (determined by the number of



clusters designated as data exchange points with TA),
TA flight speed, data exchange speed between nodes
and TA (depends on MAC-protocol, the distance
between them), etc.
Ly
Toat ==,

Lym = f (e, (6,5, Wk, St 1, Sty) (1)

where k = 1...n, — network cluster number; Lp,, —
the length of the TA base flight route between the
cluster centers; v, h — speed and altitude, (x,y, h); —
TA positioning coordinates in the cluster, ts, — k-th
cluster flight time, St — flying strategy of the k-th
cluster (determines the order of flying over individual
nodes and finding data collection points in the
cluster).

b) Maximize or provide a specified time for WSN
operation (maxT; or Ty =Ty g;,,) within a given
time limit Ty, and the volume of V4 collected
monitoring data, the amount of TA available for use
— Nyiv-

This target function is achieved by reducing the
energy consumption of WSN nodes by the following
methods [8 - 10]:

- reducing the distance and therefore the
transmission power between the two sensor nodes;

- reducing the time nodes stay in active state or
increasing sleep mode;

- reducing the amount of service traffic;

- reduction in computational complexity of
network management algorithms;

- redistribution of power consumption between
nodes by implementing corresponding network
control algorithms - coverage algorithms (dividing
into independent coverage nodes and drawing up
monitoring schedules by sets), algorithms for
building and maintaining topology and data
transmission routes in clusters [7], algorithms for
selecting the main nodes in a cluster (by using
energy-dependent metrics);
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- when implementing control algorithms at all
layers of the OSI model;

In addition, the reduction of energy consumption
by the sensor nodes in the cluster can be achieved at
the same effort:

- reducing the monitoring radius of the node or
the area monitored by the network;

- creating an excessive number of nodes required
to cover a given area (object);

- aggregation of transmitted monitoring data from
simple nodes to the main node.

¢) Minimization of the number of UAVs (minN)
required to collect data with a given quality, with
restrictions on the time of data collection Ty, <

Tyat giv» the amount of monitoring data collected

Vima < Vinagiv and operation time of the network
Tf S Tf giv-

It is achieved by dividing WSN into subnetworks
and optimization of data collection process in each
subnetwork.

The presence of several target management
functions leads to the tasks of multi-criteria
optimization. In general, its solution will depend on
the requirements to the network management system.
In a particular case, a task of multi-criteria
optimization can be solved using the following
methods: main index, lexicographical, additive or
multiplicative convolution, concessions, and others.

3. Selection the method of TA monitoring data
collection.

Depending on the network organization
(unclustered or clustered), there are two main ways to
collect TA monitoring data from sensor nodes:
collection from each node of the network and
collection from the main nodes of network clusters
(Fig. 3) [7, 8]. Each of them has its own management
tasks, its own advantages and disadvantages.
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Fig. 3. llustration of two main methods of data collection

a) Direct collection of monitoring information
from each node of the network by the
telecommunication airplatform [7].

In the simplest case, if there are no optimization
tasks, the TA will fly over each node or the entire
area of the sensor network. But in this case the time
of flight and data collection is significantly increased.

To reduce data collection time, the control center
(CC or TA) must calculate the coordinates of data
collection points (TA positions in space), which form
virtual radio communication clusters covering all
nodes of the network. TA flies over the collection
points on the calculated trajectory, establishes radio
communications with nodes and collects monitoring
data. Decision-making on the process of data
collection is entrusted to the CC (TA). The node is
assigned the functions of establishing radio
communication and transfer of monitoring data at the
arrival of the TA.

The main advantage of this method is simplicity
of algorithms of network nodes functioning during
data collection and, accordingly, their cheapness.
Disadvantage: high requirements to the TA control
system.

In order to minimize (satisfy) the specified time of
collection, minimization (or determination of the
specified) number of data collection points is
performed. This task belongs to the NP-complete
class. To solve it, it is proposed to use various
heuristic algorithms of clustering. In [5] it is
suggested to use the algorithm of mass centers search
(places of the largest grouping of nodes). In [7] an
algorithm of FOREL (FORmal ELement) cluster
analysis with adaptation of the TA coverage area size
(R), determined by the TA flight height and radio
range, is proposed. Advantages of the FOREL
method: its convergence has been proved, it allows

changing the coverage area and obtaining solutions
close to the optimal ones.

Another solution [11] to reduce data collection
time is to increase the bandwidth of nodes in the
cluster due to the ability of channel-level protocols to
change the transmission speed depending on the
distance between the node and the TA (e.g. 802.11).
Therefore, to maximize the throughput between the
nodes of the TA and the nodes of its cluster it is
proposed to use a mathematical model that allows
you to calculate the optimal position of the TA to
maximize the throughput of nodes in the cluster
depending on their location relative to the TA and the
volume of monitoring data. The performed modeling
has shown that the total throughput capacity of nodes
increased up to 25% depending on the number of
nodes in the cluster and their mutual location.

To reduce battery power consumption during the
flight of TA, a number of rules for selecting points of
TA exchange with the nodes of this cluster are
proposed in the clusters at the expense of [9, 10]:

reducing the distance between the nodes and the
TA;

flight of TA nodes with critical battery energy at
an extremely small distance;

setting the transmission power at the minimum
level,

setting the collection points closer to the flight
path (Fig. 4a);

cooperative work of some cluster nodes (Fig. 4b).
The closest node to the flight path is being searched
(node 1 in the figure), which before the TA arrival
forms the shortest transmission route (with the
metrics transmission power, battery power) from this
node to the other nodes, that are further from the TA
flight path. In this case, the total transmission
power (R3_5 + Ry—q + Ry_14) < (Ri—ra + Ro—1a +
R;_r4). However, the cooperative work of the nodes



presupposes implementation of additional algorithms

in their control system.
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Fig. 4. Tllustration of rules to reduce energy
consumption when transferring data by cluster nodes
to TA

b). Collecting by TA information in a clustered
network [8] (from the main nodes that store
information about monitoring parameters of their
network cluster nodes).

Clustering the network is the key to achieving the
target control functions of the network. In this way,
the network is divided into clusters by a certain
algorithm, where the main nodes of clusters are
selected [8, 13]. The decision on cluster parameters
can be made centrally (CC or TA) or decentralized
by network nodes.

The creation of clusters is performed in the self-
organization node mode. In each cluster its topology
and data transmission routes from monitoring nodes
to the main nodes are built. The main nodes collect
monitoring data from the nodes of their network
cluster to the arrival of the TA. Next, the TA (or
network control center) calculates the flight route
only to the main nodes, the TA makes the flight and
collects monitoring information from them.

There are a number of clustering algorithms
(models), aimed at improving the performance of
WSN [13]: optimizing the number of clusters,
reducing energy consumption of nodes, reducing the
delay of data transmission, etc.

The process of building clusters includes the
following stages:

a) Calculation of number, size of clusters and
rotation period of the main nodes. Optimization of
these parameters should ensure implementation of
target control functions. Their specific values are
determined by the WSN dimension, the area of the
monitoring zone, the characteristics of sensor nodes
and TA, adopted control algorithms and requirements
to the data collection process.

Smaller number of clusters leads to smaller
number of main nodes, smaller length of the TA
flight route and reduces the time of data collection.
However, it increases the diameter of clusters and,
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accordingly, increases the time for their organization.
In addition, the energy consumption of nodes for
service traffic increases, data transmission from
simple nodes to the main nodes is carried out on
longer routes. To calculate the WSN functioning
time, an analytical model has been proposed that
considers the nodes energy consumption depending
on its functions (monitoring only, monitoring plus
routing, monitoring plus the main cluster node) and
the monitoring data volume, on the specified network
functioning time (or the number of TA data
collection rounds) [8].

b) Clusters formation [5, 8, 13]. It is implemented
by exchange of service messages between the nodes
with the realization of appropriate algorithms for
selecting the main nodes of clusters, considering the
priority of target network control functions. The
algorithm for selecting the main node should include
a convolution of metrics: battery energy of the cluster
node, signal level in the radio channel node TA,
location in the cluster (in the center or on the edges),
etc.

c¢) Construction of cluster topology [14]. It should
be performed according to specified target network
control functions (e.g., to minimize energy
consumption of nodes - construction of energy
efficient topology, minimization of transmission time
- construction of small diameter topology, etc.).

d) Build and support routes in the cluster from the
simple nodes to the main ones by convolution of
metrics, which also considers the target management
functions transmission power, battery power of
nodes, bandwidth and others [15, 16].

The advantages of this method are: reduced flight
time and, consequently, reduced time for collecting
monitoring information, reduced power consumption
of cluster nodes through the use of the main nodes.
The disadvantages of this method - it is necessary to
synthesize and implement additional algorithms of
network management [7, 13]: the network division
into clusters, the choice of the main nodes in the
clusters and their rotation in the process of
functioning, building the topology of the cluster, the
organization of the process of building the topology
and routes of data transmission from simple nodes to
the main nodes, and so on.

Thus, each node in a clustered network must
implement an additional set of control algorithms that
generate service traffic, i.e. this method requires
more powerful processors and significant memory
capacity, which significantly increases their cost.
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4. Algorithms (models) of exchange between TA
and nodes.

Existing protocols (algorithms) of channel level
exchange do not consider the specifics of exchange
with TA: limited connectivity time due to movement,
the possibility of changing the position of TA in
space relative to the nodes of the cluster.

Therefore, it is necessary to develop new or
modify the existing algorithms of data exchange.

The [12] presents models of transfers between
nodes and TA when moving (positioning).

a. The model of ensuring all data amount
transmission between the node and the TA.

To ensure that the TA collects the entire volume
of data from each node of the cluster is proposed to
adapt the speed and altitude of the TA flight based on
the required time of radio communication to transmit
a given amount of monitoring data. I.e. the TA flight
time over the j-th node of T, ; should be longer than
the transmission time of the given node
Tyrj = Tpr j = Sam / (s(d, MAC_Protocol)). The
transmission time of the j-th node is determined by
the volume of transmitted monitoring data and the
transmission speed, which depends on the distance d
between the node and the TA and the channel-level
MAC protocol used.

b. The model of data exchange between TA and

cluster nodes without quality of service [12].
To increase the probability of data transmission, it is
proposed to set a priority in the service of nodes
located at a distance from the TA. For example,
controlling the sequence of nodes access to the
channel using the protocol IEEE 802.11 DCF is
performed by dynamically changing the competition
window CWiin < W < CWpays (CWpin = 32,
CWhax = 1024). After the node is busy, it waits for
the DIFS period and enters the competition period.
The delay time (backof f _interval) is chosen within
the competition window, measured by slots and
determined by the expression tyr =
rand[0,2" cwyin] X t., 0 < 7 < m, where t, is the
duration of the competition window slot, rand - a
random number, which is equally selected in the
range [0, cWyn X 2], [x] - the largest integer,
which is less or equal to x,r and m - gear priority,
0<r<m,r=f(R),R - the distance between the
node and TA.

5. Building the trajectory of data collection points
Sflight.

Calculation of TA flight trajectory is performed in
two stages. At the first stage, the CC calculates the

basic flight path between the centers (main nodes) of
clusters at the same altitude (actually, the task of
finding the shortest route). In the second stage, the
basic flight trajectory in clusters is corrected in
accordance with the adopted rules for selecting data
exchange points to achieve certain target functions.
Many researches have been devoted to the criteria for
selecting nodes in a cluster to ensure the exchange
with TA, directed to the achievement of certain target
functions [7, 10]. For example: to find the nearest
nodes to shorten the route of TA movement; to
establish a minimum range communication with
nodes that have minimal battery energy; to select
nodes in the "center of mass" of the cluster, etc.

Reduction of the flight path length decreases the
time of data collection and TA energy consumption,
but increased the energy consumption of nodes due to
the increased distance in the radio channel node-TA.

The flight height of the TA determines the
distance between the TA and nodes, i.e. the size of
the virtual radioconnectivity cluster between the TA
and nodes. Increasing altitude leads to an increase in:
fuel consumption (energy) of the TA; energy
consumption of the nodes for the transmission
process due to increasing distance; reduction of the
coverage area and the number of nodes with radio
communication with the TA. And vice versa.
Therefore, the flight altitude should be optimized
considering the target network control functions and
limitations on its resources, the quality of exchange
requirements [7, 8]. Besides, ground nodes can be in
a radiocommunication zone with TA only for a
limited time, therefore it is necessary to have time to
transmit TA monitoring data from many nodes
located in a radiocommunication zone. The exchange
depends on the transmission speed, the number of
information sources and the channel level protocol
accepted.

In works [1 - 8] the task of searching the flight
route is defined as the task of a salesman - to find the
shortest route of TA movement when visiting the
given set of data collection points. The task belongs
to the NP-complete class. The number of algorithm
iterations increases significantly when the network
dimension increases. There are a lot of algorithms
(methods) to solve it: full search, linear integer
programming, branches and boundaries, greedy
heuristic, genetic, etc., which are known to be the
best way to solve the problem.

The choice of a particular route search algorithm
will be determined by the WSN dimension and
computational limits of the CC (TA).
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6. TA flight model.

The main flight models are:

a. The basic simplest model. Flight with the same
constant speed in a cluster and between clusters.

b. Flight of TA with the same constant speed
sufficient for cluster maintenance and with increased
speed between clusters.

c. Flight with adaptive speed in clusters.

d. Flight with guaranteed service of cluster nodes
- Flight with adaptive speed in clusters.

Modelling of developed data collection
algorithms (models) [7, 8] for networks of 100, 200
and 300 nodes is shown. The results of simulation
modeling showed that the use of synthesized methods
allows: reducing the time of data collection by 15-
20%; increasing the time of network operation by 10-
15%; reducing to 15% the required number of
telecommunications airplatforms.

4.CONCLUSION

The article describes the stages of synthesis of
methods to control the process of collecting
monitoring data from the nodes of the WSN using
TA, which allows implementing various network
control functions: minimizing network life time,
reducing data collection time, minimizing the number
of TA. Using specific clustering algorithms, data
collection methods, cluster flyover strategies, data
exchange models will be determined by the
characteristics of the network, network nodes and
TA, as well as the requirements to the quality of data
collection. The proposed approaches can be used in a
special software system of data collection
management in the WSN using the TA.
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Pomaniok A.B., Pomaniok B.A., Cnapaeano M.K., lucenko O.1., Kyk O.B.
CuHre3 MeTOiB 300py JaHMX TeJleKOMYHiKaliiiHUMuU aeponiaTpopMamMu y 0e3POBO0OBHX CEHCOPHUX Mepeskax

IIpo6aemarnka. be3npoBo10Bi CEHCOPHI Mepeki 13 BUKOPUCTAHHIM TEJICKOMYHIKAI[IHHUX aeporuiaThopM BiTHOCATHCA 10
KJIacy CKJIaJHMX, 0araTo(QyHKI[IOHAJIbHUX, NUHAMIYHMX cuUcTeM. J[jis MigBMUINEHHS IX TEXHIYHOI e(pEeKTHBHOCTI HEOOXiTHO
PO3pOOUTH METOAM KEPYyBaHHS, sIKi O HO3BOJIMIM 301NbIINTU Yac (YyHKIIOHYBAHHS CEHCOPHOI MEpEKi, 3MEHILIHUTH dac 300py
JIAaHUX, 3MEHIIUTU BUTPATU PeCypciB. BaskIMBOIO CKJIaZ0BOIO YACTHUHOIO TAaKOi GE3IPOBOJOBOI CEHCOPHOI Mepexi € CUCTeMa
KepyBaHHs 300poM AaHMX MOHiTOpuHTY. Ilin yac KepyBaHHS CHCTEMOIO 300pYy JaHUX MOHITOPHHTY i3 BHKOPUCTaHHIM
TEJICKOMYHIKAIIHHUX aepoIuiaT)opM BUHUKAIOTH HAYKOBI 3a[adi: BiAIIYKaHHS MiHIMaJbHOI KiJIBKOCTI BY3IiB 300py IaHHX;
MoOyZI0BM ONTUMAILHOTO MapuipyTy 300py JAaHHMX 13 MiATPUMKOK HEOOXiqHOI SIKOCTI X mepenaBaHHs. 3apa3 BiICYTHI
e(eKTHBHI METOAN PO3B’S3aHHS IUX HAYKOBHX 3a7ad. ToMy came CHHTE3y METOAIB PO3B’S3aHHS HAyKOBHX 3a/1ad KepyBaHHS
300pOM JIaHUX 1 MPUCBSYCHA 115 CTATTS.

Mera pociinkensb. Po3poOka i BIOCKOHAJIICHHS METOXIB 300py JaHMX 3 BY3JiB 0e3MpoBOAOBOI CEHCOPHOI Mepexi i3
BHUKOPHUCTAHHSM TEICKOMYHIKaliHHUX aeporiathopm.

Mertoauka peadi3airii. [IpoananizoBani 3ajgaui KepyBaHHS OE3MOBOJOBMMH CCHCOPHUMH  MEpekamu i3
TEJNeKOMYHIKalitHuMu aeporutarpopmamu. CHHTE30BaHI METOAM Ta aIrOPUTMH MOHITOpHMHTY. [10OymoBaHi MaTeMaTH4Hi
Mojeni: Kiacrepizamnii 0e3MpOBOIOBHX CEHCOPHUX MEPEX; OIIIHKK €HEeproBUTPAT BY3NIB MEpexi; dacy 300py JaHUX; SKOCTI
300py 1 mepegadi JaHUX MOHITOPHHTY. YJOCKOHAIEHO METOIM IIOIIYKY IIOJIOKEHHS Ta KEPYBaHHS PYyXOM
TEJIEKOMYHIKalliHHUX aeporiatdopM. BrkoHaHa oO1liHKa e)eKTHBHOCTI 3alIPOITOHOBAHUX METO/IIB.

Pe3ynbTaT qocaiqkeHb. Pe3ynbTaTti iMITALIHOTO MOJEIIOBAHHSI [TOKA3aITH, 10 BUKOPUCTAHHS CHHTE30BAHUX METOJIIB
JI03BOJISIE:  3MEHIIHTH Yac 300py iHpopmanii Ha 15-20 %; 30inpmmTH Yac GyHKUioOHYBaHHS Mepexi Ha 10-15 %; 3MeHmmTH
HEeoOXiHy KinbKicTh aeporuiatdopm Ha 10%.

BucHoBku. CuHTe30BaHi METOIU J[O3BOJIIOTH: BU3HAUUTU IIOJIOKEHHS Ta TPAEKTOPIIO PyXy TeNeKOMYHiKaliiiHOi
aeporiathopMHu Py ONTUMI3aLii PI3HUX HUILOBUX (YHKIIIH; BUKOHATH KEPyBaHHs CUCTEMOIO 300py JaHUX Y peallbHOMY 4aci;
HiABUIUTH €()EKTUBHICTh AIITOPUTMIYHOIO 3a0€3MEUCHHS CUCTEMH KepyBaHHs (DYHKIIOHYBaHHSAM O€3MpPOBOJOBOI CEHCOPHOL
Mepexi.

KirodoBi cioBa: 0e3mpoBOZoBa CEHCOpPHA MEpeka; KIAcTepH3allisl; TeJleKoMyHikaliiiHa aepormiaTdopma; 30ip naHuX
MOHITOPHHTY.

Pomaniok A.B, Pomaniox B.A., Cnapasano M.K., JIvicenko A.H., Kyx A.B.
CuHTEe3 METO/I0B cO0pa JaHHBIX TEJIEKOMMYHHKAIMOHHBIMH aepoIiaT(opMaMu B 6eClIPOBOAHBIX CEHCOPHBIX CETSAX

ITpo6nemaTnka. BecrnpoBOJHBIE CEHCOPHBIC CETH C MCIIOJB30BaHHEM TEICKOMMYHHKALMOHHBIX —a’pomiaTthopm,
OTHOCATCA K KJIACCy CJIOKHBIX, MHOFO¢)yHKHHOHaﬂbeIX, JUHAMHYCCKHX CHCTEM. I[J'IH MOBBLIIICHUST TEXHUYECKOM
3¢ dexTUBHOCTH 3THX OECIPOBOMHBIX ceTeil HeoOXOAUMO pa3padoTaTh METOALI YBEIMUYCHUS BPEMEHHM (YHKIHOHHPOBAHMS
ceTel, YMEHBIIECHHS BpeMeHH cOopa JaHHBIX, MUHUMHU3AIMKA PACXOAyeMbIX pecypcoB. COCTaBHOW 4acThiO OECIIPOBOIHOM
CCHCOPHOI CETH SIBIISICTCS MOACHCTEMa YIIPABICHHsI COOPOM JAaHHBIX C Y3JIOB C HMCIONB30BAHHEM TEICKOMMYHHUKAIHOHHBIX
asporutatdopm. [lpu ympaBneHun mpomeccoM cOopa JaHHBIX BO3HHKAIOT HAay4HBIE 3a[Jadil: HaXOXKACHHS MHHHMAIBHOTO
KOJIMYECTBA TOYEK (y3/10B) cOOpa JAaHHBIX, IIOCTPOCHHMS KpaTJYaiIIMX MapIIpyTOB 00JeTa ITHX TOYEK, ONPEACICHHIl CTpaTerii
obrniera, oOecrieueHUsT KadecTBa OOMEHA JAHHBIMH, YBEJIHUYCHHsS BpPEMEHHM (YHKIIMOHMPOBaHWsS CeTH. B HacTosiiee Bpems
OTCYTCTBYIOT 3(h(eKTHBHBIE METOIBI U ITOPHTMBI JUISL PEIICHUs] 3THX HaydHbIX 3amad. CHHTE3y METOIOB, KOTOPBIC PEIIaioT
JTaHHBIE 33/1a49H MIOCBSIIIICHA TaHHAS CTAThSL.

Leap uccnaenoBanuii. Pa3paboTka M COBEpPIICHCTBOBAHHE METOJOB cOOpa TaHHBIX C Y3JIOB OECIPOBOAHBIX CEHCOPHBIX
ceTeil ¢ yrpaBJIieHHEeM IepeMeIleHAeM 1 TO3MIUOHUPOBAHIEM TeJICKOMMYHHKAIIMOHHBIX a3pOILIaThopM.

MeTtoauka peanu3anuu. [IpoaHaIM3UpPOBAHBI 3aJaull  YIPABICHUS OECIPOBOAHBIMH CEHCOPHBIMH CETSIMH  C
TENIEKOMMYHUKAMOHHBIME ~ aeporuiaTtgopmamu. CHHTE3UpPOBaHBI METOABl M AITOPUTMBI COOpa JaHHBIX MOHHTOPHHIA
TEJIeKOMMYHHKAIIMOHHBIMU aeporuiaThopmamu.  [IpeuioxKeHbl MaTeMaTHYeCKHe MOJIENM: KIIacTepU3alu OeCIpOBOIHBIX



A. ROMANIUK, V. ROMANIUK, M. SPARAVALO, O. LYSENKO, O. ZHUK. SYNTHESIS OF DATA COLLECTION METHODS BY
TELECOMMUNICATION AIRPLATFORMS IN WIRELESS SENSORS NETWORKS

CCHCOPHBIX CeTel; OLEHKM JHepro3arpaT 3aTpaTr y3JIOB; BPEMEHM cOopa JaHHBIX; KadecTBa cOopa W Iepeqadd JaHHBIX
MOHHTOPUHTA. Y COBEPLICHCTBOBAHBl ~AJITOPHTMBI IIOMCKA TIIOJIOKEHUSI M IEPeMEICHUs] TeJIeKOMMYHHUKAIIOHHBIX
a’poIuIaTGopM ULl JOCTIIKEHUS 33/IaHHBIX IIeNeil yIpaBlieHusl IpH cOope AaHHBIX MOHHTOpUHTA. OreHeHa d(PEeKTHBHOCTh
MPEUIOKEHHBIX METOJJOB cOOpa JaHHBIX MOHUTOPHHTA.

Pe3yabTaThl uMcciaenoBaHuii. Pe3ynbTaThl  MMHTAalMOHHOTO — MOJCNHMPOBAHUS  IOKA3ajlH, YTO HCIOJIb30BAHUE
CHUHTE3UPOBAHHBIX METO/IOB TIO3BOJISIET: YMEHbIIAET BpeMs cOopa JaHHbIX Ha 15-20%; yBenuuuTh BpeMsi (yHKIMOHUPOBAHHS
ceru Ha 10-15%; ymeHb1uTh Ha 15% HEOOXOAMMOE KOJIMYECTBO TEIEKOMMYHHUKAILIOHHBIX a3pOIIaTGopM.

BbiBoabl.  CHHTE3UpOBAaHHBIE  METOJbI  MO3BOJIIOT:  ONPEAESATh  IMOJOXKEHHE M TPACKTOPHIO  JIBH)KEHHS
TEJIEKOMMYHHUKAIIMOHHBIX a3pOIUIaT(GopM MpH ONTHMHU3AIMU PA3IMYHBIX HENeBbIX (YHKIH; OCYLIECTBISATH yINPABICHUE B
peKUME pealbHOr0  BPEMEHHM; OINEpPATUBHO IIJIAHUPOBATH TPACKTOPUIO IEPEMELICHUS  TEICKOMMYHHKAIMOHHBIX
a’porutaTGopM; MOBBICUTh 3(P(EKTUBHOCTh AITOPUTMHUYECKOTO M MATEMaTHYECKOTO OOECIEeYEeHUS CHCTEMbl YIpaBIICHHS
CETBIO.

KaroueBble ciioBa: OeclpOBOJHBIE CEHCOPHBIE CETH; KjacTepusauus; cOOp HaHHBIX MOHUTOpHHra ¢ bnJlIA;
3 PEKTUBHOCTS.
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