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AOCIIIKEHHS BINIMBY METOIB BIIBOPY O3HAK HA E@EKTUBHICTD
MOJEJIEM MAIIIMHHOI'O HABYAHHS U1 BUABJIEHHSA KIBEPATAK

06’ emu daHux, Wo BUKOPUCTNOBYIOMbCS OISl HABYANHS MOOeel MAUUHHO20 HAGUAHHS CUCTEM KiDep3axucmy, 4acmo
BUMIPIOIOMbCSL 8 2ieabaiimax ma Micmsms 0ecsimKU O3HAK, SIKIi MONCYMb NPUIMAMU COMHI MUCSY 3HAYEHb, OKPIM MO20, OAHL
NOCMILIHO OHOGTIOIOMBCSL MA NONOBHIOIOMbCSL 8 NPOYeCE PYHKYIOHYBaHHSL cucmem. 30UIbuerHs: 00 €My OaHUX NPU3600UNTb 00
BUHUKHEHHSL NeBHUX NPoOTieM, ceped SIKUX 30LIbUIEHHSL HaACY HA HABYAHHS Ma MeCmy8ants MOOe, NPOKISMMS GUMIPHOCHII,
Mani SUOIPKU, 3aULyMIeHI ab0 HAOMIPHI O3HAKU, a4 MAaKojc ynepeojiceni Oawi. Bidbip osmax (Feature Selection) €
yHOamenmanbHUM 0I5 PO38 SI3AHHS MAKUX npooem.

Memoro cmammi € 0ocniodcenHs 6naugy memooig 6i000py 03HAK HA sKicmb Kiacu@ikayii Kibepamax mooensmu
MAUUHHOSO HABYAHHSL OJI1 BUSHAYEHHS HATIOLTbW eeKMUSHUX NIOX00I8 00 (OPMYBAHHSL HADOPY O3HAK.

Y cmammi nasedeno kopomkuil onuc ma npoeedeHo OOCIONCEHHS eqOeKMUBHOCTE BUKOPUCIAHHSL BI0OMUX MemOOi8
6I000pY O3HAK MAKUX SIK: KOPETSIYIUHULL MEMOO, MemoO HA OCHOBI CIAMUCIMUYHO20 KPUMEPIIO ¥, CIamucmuyHuLl Memoo
ANOVA, memoo Ha ocHosi po3paxyHKy e3acmHoi ingpopmayii, memoo ReliefF, memoo na ocHosi cenemuuno2o aneopummy ma
MemoO PeKypPCUBHO20 8I000PY O3HAK.

Oyinxa epexmuenocmi memooié 6i060pY 03HAK 30IUCHIOBANIACL 8 NOEOHAHHI 3 PISHUMU MEMOOaMu MAUUHHO20
HAGUAHHS 30 MAKUMU KPUMEDISIMU, 5K NOGHOMA, MOYHICMb, MOYHICMb Kiacugixayii ma napamempom F2-scor. Oxpim moeo,
6 cmammi HA8eOeHi 2pagpiKu 3aNeHCHOCMI KIIbKOCII NPONYWEHUX amax [ XUOHUX CHpayloéansb 6i0 KilbKOCmi 03HAK OJist
KOJICHOR0 13 OOCTIONCYBAHUX MEeMOOIS.

Excnepumenmanvii 00CHiodNcenss npoeeoeHo 3 SUKOPUCAanHam incmpymenmie Python ma 6ioniomexu scikit-learn.
Bonu noxazanu, wo 3acmocysantsi Memooig 6i00opy 03HAK NOKpAWYE NOKAZHUKU SKOCMI pobomu Mooenet MauuHHO20
HABYAHHSI MA 3MeHWUmy Yac Ha ix Haguanns. Egexmusnicmv kooicHozo i3 Memoois 3anedcumv 6i0 06 €My OaHux, sKuil
nOMpIOHO ONPaAYIO8amu, Memooié MAUUHHO20 HABYAHHS 3 SKUMU GUKOPUCTNOBYIOMbCS Mi YU THWI Memoou 6i060py 03HAK,
4acoBUx ma OOUUCTIOBATILHUX 0OMediceHb. Bukopucmanns aneopummy 3 x> memooie ANOVA ma Mutual Information Filter 6
Mooel, wo nobyoosana Ha 0CHOBI BUNAOK0BO20 JCY, O0360JSIE OMPUMAMU KPAUyi pe3yiibmMamid HidC 2eHEMUYHULL al20pumm
ma pexypcuehe eunyyenns osuax. [lpome, ocmanni y noconanti 3 memooom k narbaudicuux cycioie € navleghekmueHiumu 3
YCIX Q0CHOANCYB8aHUX KOMOIHAYI Memo0ie 8i0DOpY 03HAK ma Memooié MAWUHHO2O HAGUAHHS 34 KLIbKICIMIO OeMEeKmMOGAHUX
amaxk ma XubHux Cnpayro6ats.

Kniouosi cnosa: ribepbesnexa, susenenns Kibepamax, Memoou MAWUHHOLO HAGUAHHS, Memoou Giobopy O03HAK,
BMEHUIEHHsL POIMIPHOCI, KOpeTAYitiHull Memoo Gi0bopy O3HAK, CMAMUCMUYHI Memoou 6i000py O3HAK, 2eHemUYHULL
A2OPUMM, DEKYPCUBHO20 BUTYHUEHHSI O3HAK.

0. Zaluzhnyi. Study on the impact of feature selection methods on the performance of machine learning models
in cyberattack detection

Data volumes used to train machine learning models for cyber security systems are often measured in gigabytes and
contain dozens of features that can take hundreds of thousands of values. Also, the data is constantly updated and replenished
during the operation of the systems. The increase in data volume leads to certain problems, including increased model training
and testing time, the curse of dimensionality, small sample sizes, noisy or redundant features, and biased data. Feature selection
is fundamental to solving such kinds of problems.

The purpose of this article is to study the impact of feature selection methods on the quality of cyberattack classification
by machine learning models in order to determine the most effective approaches to form a features set.

The article provides a brief description and studies the effectiveness of using well-known feature selection methods such
as: the correlation method, the method based on the y? statistical criterion, the ANOVA statistical method, the method based on
mutual information calculation, the ReliefF method, the method based on a genetic algorithm, and the recursive feature
selection method.

The effectiveness of feature selection methods was evaluated in combination with various machine learning methods
according to criteria such as Recall, Precision, Accuracy, and F2-score. In addition, the article provides graphs showing the
dependence of the missed attacks number and false positives on the number of features for each method.

Experimental studies were conducted using Python and the scikit-learn library. They showed that the feature selection
methods' usage improves the machine learning models performance and reduces the time required for their training. The
effectiveness of each method depends on the data amount to be processed, the machine learning methods with which certain
feature selection methods are used, and time and computational constraints. Using the y? algorithm, ANOVA methods, and
Mutual Information Filter in a model based on random forest allows for better results than Genetic Algorithm and Recursive
feature elimination. However, the latter, in combination with the k-Nearest Neighbours method, are the most effective of all the
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combinations of feature selection methods and machine learning methods studied in terms of the number of detected attacks
and false positives.

Keywords: cybersecurity, cyberattack detection, machine learning methods, feature selection methods, dimensionality
reduction, correlation feature selection method, statistical feature selection methods, genetic algorithm, recursive feature
elimination.

IMocTanoBKa npodieMu

CyuacHi TeHIEHIIi PO3BUTKY CHCTEM KiOep3axHCTy IOB’si3aHi 3 IIMPOKUM 3aCTOCYBAHHSIM
TeXHOJOorii MammHHOTO HaBuaHHs (MH) s BusBieHHs 1 3amoOiraHHs kibepsarpozam. OO0’ emwu
JAHKX, [I10 BUKOPUCTOBYIOTHCS JJIsI HABYAHHS MOJICIICH YaCTO BUMIPIOIOTHCS B TiradaiTax Ta MiCTATh
necstku o3Hak (Features), ski mpuiiMaroTh COTHI THUCSY 3HA4YEHb, OKPIM TOTO JIaHI IOCTIHHO
OHOBJIIOIOTHCS Ta IMOMOBHIOIOTHCS B MpOIleci (PYHKIIOHYBaHHS cHUCTEM KiOep3axucTy. 301IbIICHHS
00’eMy JaHMX NPU3BOJAUTH 10 BUHUKHEHHS MEBHUX NMpoOseM, cepell SKUX 30UIbILIEHHS Yacy Ha
HaBYaHHS Ta TECTYBaHHSA MOJIEJI, MPOKIIATTS BUMIPHOCTI, Majl BUOIPKH, 3allyMyIeH]1 a00 HaJAMIpHI
O3HaKHW, a TakoXX ymnepemkeHi naHi. Bindip o3nak (Feature Selection) € gyHmameHTalibHUM IS
PO3B’sI3aHHS TAKUX MPOOJIEM, OCKIIIBKU B1IOMO, 1110 JO3BOJISI€ MOKPAIIUTH YaCOB1 MMOKa3HUKH POOOTH
Mozeneit MH, migBuImuTH NOBHOTY Ta TOYHOCTI NPUWHATUX HUMHU PIILIEHb.

AHaJii3 0CTaHHIX J0CTizKeHb i myOJikamii

3acTocyBaHHS METOJ[IB MAITMHHOTO HABYAHHS B CUCTEMax KiOep3axHCTy 3yMOBHWIIO 3HAYHHN
nporpec y cdepi BUABICHHS 1 3aro0iranss kidep3arpozam. Omy0OaikoBaH1 YMCIICHHI HAYKOB1 CTATTi,
B SKHUX JOCIIKYIOTHCS P13HI MIIX0M Ta aITOPUTMH JIJIs MM1IBULIEHHS €PEKTUBHOCTI TAKUX CUCTEM.
3okpema, y poboti [1] mpoaHamizoBaHO pe3yJabTaTH NPOBIIHUX AOCTIIKEHB, IO IMPUCBIYCHI
BUSIBIICHHIO TPOTpaM-BUMaradiB 3a JOTIOMOTOI0 arOPUTMIB MAITMHHOTO HaBYaHHS Ta TITMOOKOTO
HaBYaHHS, JIe 30KpeMa 3HauHa yBara NpuIuIsieTbes MiAXoAaM 10 BiI0OPY pesieBaHTHUX O3HAK.

VY pobGoTi [2] Oyno mpoBeaeHO IPYHTOBHI AOCTIHKEHHS MOJIETIEH MAITMHHOTO HaBYaHHS IS
BUSBJICHHS IIKIATUBOTO mporpamuHoro 3abesnederHs (II13), mo moOymoBaHi 3 BUKOPHUCTAHHSIM
pI3HUX METOJIB MalllMHHOTO HaBYaHHS. ABTOPH MIIKPECIMIIM BOKIWBICTH BIIOOPY pEIEBAHTHUX
O3HaK /s miaBHUIIeHHS edekTuBHOCTI netektyBanHs 113, mpore He mpoBoaMIM aHATI3y Pi3HHUX
METO/IB B1100pY O3HAaK.

VY crartTi [3] 3amporoHOBaHO METO/I BiIOOPY 0O3HAK Ha OCHOBI aHCAMOJTIO 13 YOTHPHOX METO/IIB:
Information Gain (IG - indopmariiiiauii Burpami), Gain Ratio (BigHocHu#t iH(GopMalifiHuii BUrpar),
xi-kBazpat Ta anroput™ ReliefF. [locmimkeno iioro eheKTUBHICTD I IETEKTYBaHHS aTaK THITY
"po3moaiieHa BimMoBa B oociyroByBanHi" (DDoS). Jlns aHamizy mpoayKTUBHOCTI CUCTEMHU OyIio
BuKOpucTaHo Habip nanux NSL-KDD B skoMmy 3MeHIIIEHO KUTBKICTh 03HaK 13 41 10 13 Ta HaBYeHO
MO/IeJIb MAIIMHHOTO HAaBYaHHS, /e BUKOPHCTAHO alrOpUTM Kiacudikaimii sSkuii moOynoBaHUil Ha
OCHOBI JiepeBa pIIlcHb.

VY poGoti [4] 3ampornoHOBaHO HOBUH MiaXia 10 Kiacu@ikaiii MKiJIMBOTO MPOrpaMHOIO
3abe3neveHHst 3a jgomnomoror meronay K-uaitommxuux cycimiB (k-Nearest Neighbors, KNN) B
noeaHaHH1 3 cepenoBuieM Cuckoo (BiokpeMieHE cepeloBHUIle, "MCOYHUI", A1 TUHAMIYHOTO
aHaJIi3y Ta CIIOCTEPEKCHHS 32 MOBEAIHKOIO HEMepeBIPEeHOro ado MOTEHIIHO MIKIUTUBOrO Koy 0e3
PU3UKY UIS LIUTICHOCTI OCHOBHOI cucTeMu). JlJis aBTOMaTU30BaHOTO BiOOPY 03HAK 3alPONOHOBAHO
BUKOPUCTaHHsS anroputMmy Boruta, skuii moOyaoBaHuMN Ha OCHOBI alroputMy Kiacudikarii
BUITAKOBU JIiC.

JlocaimkeHHs, o nposeneHi B [5], cBiq4aTh mpo ePeKTUBHICT, BUKOPUCTAHHS 7S BiIOOpY
O3HaK, IpU OaraToKJIacoBii KiIacudikallii, METO/IIB 1110 IPYHTYIOThCS Ha B3aeMHiH iH(opMarii.

VY poboti [6] aBTOpu 3acTocyBanmu reHetmuHuil anroput™m (Genetic Algorithm, GA) y
MO€HAaHHI 3 0OrOPTKOIO JIOTICTUYHOT perpecii ais Bidopy o3Hak y Habopax naHux UNSW-N15 ta
KDDCup99, 1o BHUKOPUCTOBYIOTbCS TIIpU BHSABIEHHI MEPEXEBUX BTOpPrHEHb. Pe3ynbTaTtn
JOCITI/DKEHB MTOKa3alld, 110 Y MO€AHaHHI 3 KIacu(pikaTopoM JepeBO pillleHb TaKUi MiJaXiJ J03BOJIsIE
MpaBUWIbHO BUSBIATH 81,42 % MepexeBUX BTOPTHEHb, IIPU IbOMY XHOHI CTIPAIIOBAHHS CTAHOBIATH
6,39 % (Oyno Binibpano 20 o3Hak 3 42 y nataceri UNSW-NB15). o no naracery KDDCup99, To
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TaKWW MiIX11 MOKazaB pe3yibTar BusiBieHHS 99,90 % 1 xubHi cnpaitoBanss ckinamu 0,105 % s
18 o3Hak.

B po6oti [7] 3actocoBano anmroputm Extreme Gradient Boosting (XGBoost) mist Binbopy
peneBaHTHHUX O3HaK B HaOopi manux UNSWNBI1S. BUKopHCTOBYIOUM 3MEHIIEHHH MPOCTIp O3HAK
OyJI0 HAaBYEHO Ta MPOTECTOBAHO MOJIENII MATMHHOTO HaBYaHHS, 1110 MOOY/I0BaHI HA OCHOBI METOIY
OIOPHHX BEKTOPIB (support vector machine, SVM), KNN, sorictuaHoi perpecii, mTy4HOi HEHPOHHOT
MEpEeXKi Ta JepeBa pillleHb. Y eKCIepuMeHTax OyJio po3TIIIHYTO K OiHapHY, Tak i 0araTokiacoBy
knacudikamniro. Pe3ynpratu mokasanu, 1mo MeToj BimOopy o3Hak Ha ocHOBI XGBoost mo3Boisie
migBuIUTH TouHicTh MoJem DecisionTree 3 88,13 % mo 90,85 % s GinapHOT Kinacudikariii.

Takum 4nHOM, aHAII3 JTITEPATypH MOKA3ye, 0 B CyYaCHUX CUCTEMax KiOep3axHCTy aKTHBHO
BUKOPHUCTOBYIOTBCSI TEXHOJIOTIi MAITMHHOTO HaBYaHHS. [IpOIYKTHBHICTh TaKUX CHUCTEM 3HAYHOIO
MIpOIO 3aJIe)KUTh BiJ 0OpaHUX METOJIB MAIIMHHOTO HAaBYaHHS Ta METOJIB B1IOOPY peleBaHTHHUX
o3Hak. He3Bakaroun Ha Te, 110 3a LI€}0 TEMATUKOIO MOCTIMHO MyONIKYIOTHCSI HOBI HAyKOBI Mpalil,
HEJOCTaTHBO JOCTIPKEHUM 3aJIUIIAETHCS HANIPSMOK, SIKUHM MOB'sI3aHUH 13 MPOBEAEHHSAM JOCTIIKEHb
e(heKTUBHOCTI METO/IIB BIIOOPY O3HAK B MOEJHAHHI 3 PI3HUMH METOJJaMU MAIlTMHHOTO HaBYAHHS IS
PO3B’s3aHHs 3a/1a4 Kiacu@ikaiii kibepaTax.

Mertoro cTaTTi € JOCHIKEHHsS BIUIMBY METOJIB B10OPY O3HAaK Ha SKICTh Kiacuikarii
kibepaTak MOJIEISIMHA MAIIMHHOTO HABYAHHS /IS BU3HAYEHHS HaWOLIbII €(EeKTUBHUX MIAXOMIB JI0
(dhopmyBaHHST HAOOPY O3HAK.

Buxkiaa ocHOBHOT0 Marepiajty A0CTiKeHHS

Kopomkuit onuc oamacemy

Jlyis mpoBeeHHS OCIIKeHb OyJI0 BUKOPHCTAaHO 3arajibHOAOCTyNHUM nartacer “‘Internet of
Things network intrusion dataset 20” (IoTID20) [8]. Hab6ip manux I[oTID20 cdokycoBano Ha
BHUSBJICHHI aHOMaJbHOI aKTHMBHOCTI B Mepexax loT, mpore B neskux poOOTax HOTro TaKOX
BUKOPHUCTOBYIOTHh i1 po3poOku Intrusion Detection System (IDS) [9]. HaGip manux I[oTID20
CKJIaJIa€ThCs 3 83 03HAK, IO OMUCYIOTh MEPEKEBY aKTUBHICTD, 1 TPhOX 03HAK, SIKI BAKOPHUCTOBYIOTHCS
JUIs MapKyBaHHS KJaciB a00 THMIB mofid (MiTku). Posmoain miTok Ha OiHapHI, KaTeropiiHi Ta
IiIKaTeropiitHi HaBeeHo B Tabmu 1[8].

Taomuus 1
binapHhi, kaTeropiiiti Ta miakareropirti Mitku garacery loTID20
Binary Category Subcategory
Normal, Anomaly Normal, Normal,
DosS, Syn Flooding,
Mirai, Brute Force, HTTP Flooding, UDP Flooding
MITM, ARP Spoofing
Scan Host Port, OS

Poznoain 3pa3kiB y Habopi ganux [0TID20, sikuii BUKOPUCTOBYETHCS AJISl 3a/1a4 BUSBICHHS
BTOPTHCHb, HABEJACHO B TaOimii 2 BIANOBITHO JIO TPhOX piBHIB Kiacupikarii: OiHaApHOTO
(HopManbHUH Tpadik/aTaka), KaTeropiaibHoro (OCHOBHI THITM aTak), a TAKOXK IiJKaTeropiaibHOro
(KOHKpETHI IMiITUIIN aTakK).

Tabmums 2
Po3nofin 6e3neyHux Ta 3I0BMUCHUX 3pa3KiB y Habopi ganux [oTID20
Binary label distribution Subcategory distribution
Normal 40073 Type Instances
Anomaly 585710 Normal 40073
DoS 59391
Category label distribution Mirai Ack Flooding 55124
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Binary label distribution Subcategory distribution

Type Instances Mirai Brute force 121181
Normal 40073 Mirai HTTP Flooding 55818
DoS 59391 Mirai UDP Flooding 183554
Mirali 415677 MITM 35377
MITM 35377 Scan Host Port 22192
Scan 75265 Scan Port OS 5307

Kopomxkuit onuc memoodie MawmunHHO20 HAGUAHHA, WO GUKOPUCHOBYIOMbCA O
0ocnioicens

Jlia TecTyBaHHS €(pEKTHMBHOCTI METOJIB B110OpY O3HAaK OyJiM BUKOPHUCTAaHI BIAOMI METOIU
MaIllMHHOTO HaB4YaHHs, a came: nepeBo pimeHb (Decision Tree, DT), Bunaakosuii jic (Random
Forest, RF), SVM ta KNN.

Memoo DT

CTpyKTypHO TIpOCTa MOJICITb, Y SIKii KOXKEH BY30J1, 3BEpXY BHHU3, BIIMIOBIA€ €TAy IPUHHATTS
pimenHs. Bubip pimeHHs y By3/1 3/11HCHIOETHCS HA OCHOBI IEBHUX YMOB HANPUKJIa/l, 3HAU€Hb O3HAKU
BHOIPKH TI1]] Yac MporHo3yBaHHs. Ko)keH KiHIIEBUI BY30J1 BINOBiAa€ MEBHINA MITIN (KJacy) A0 SKOT
BeJI€ BIAMOBIIHUI NUIIX y iepeBi pimieHs [10]. AnroputM pekypcuBHO GOpMyeE AepEBO 3BEPXY BHU3,
BUKOHYIOUH PO3OUTTS MPOCTOPY O3HAK y KOXKHOMY BY3J1 HAa OCHOBI NMEBHOI (PYHKII JOMIIIOK
(HampuKaa, eHTpoIii), OIIHIOIYU MPH I[bOMY, HACKUJIBKM KOKHA O3HAaKa CIpPHUS€E PO3PI3ZHEHHIO
KJs1aciB. Po3moais TpuBae 10 THX Mip, AOKH II€ T03BOJISE TABUITUTH TOYHICTh PO3MEKYBaHHS KJIaCiB
a00 MMOKH y BYy3J11 HE 3aJIMITUTHCSA HAJITO MaJlo MPUKIIAIIB JIIs MOAAIbIIOro po3ouTTs. Komu mporiec
3aBEPIIYETHCS, KOKCH KIHIICBUH BY30J1 BIIIIOBIAE IEBHOMY KJIacy, SKUH BH3HAYAETHCS OLTBIIICTIO
MPUKIIAJIIB, 10 MOTPANIIX A0 I[HOTO By3Jia Mijl Yac HaBYaHHS.

Memoo

Random Forest — 1i¢c aHcamOieBUil alNrOPUTM, KM BUKOPHCTOBYE KOHIIETIIIIIO “KOJIEKTHBHOT
MYIpOCTi” 3 METOI0 3MEHIICHHS TUCIEepCii pe3ynbTaTiB, 1[0 OTPUMaHl 3a JOIMOMOTOI OKPEMHX
kiacudikatopiB. Anroputm GopmMye CyKymHICTh IEPEB PillleHb, KOXKHE 3 SKUX HABYAETHCS Ha PI3HUX
miaBHOIpKaxX HAaBYAIBHHUX JaHWUX, COPMOBAHMX MeToAoM OyTcTtpemy. sl KOXKHOTO OKPEMOro
BHIAJIKY TIpoliec Kinacudikarii 3JIHCHIOETHCS KOKHUM JIEPEBOM Y JIICi. A TIOTIM TPOrHO30BaHUH KJ1ac
BH3HAYAETHCS HA OCHOBI MPUHIMITY OibIIocTi rojiocis [10].

Memoo SVM

OcHoBHuit npuHnun SVM nosnsrae y moOy0Bi TinepruiomuHu abo Habopy TINEepIUIONIUH B
N-BUMIPHOMY IPOCTOPI, 1110 PO3AUISIOTH 00’ €KTH 3a KJIaCaMH 3 MaKCUMaJIbHO MOYKJIMBOIO BiJICTAHHIO
BiJI TINEPIUIOMIMH A0 HAUOIMKINX 00’ €KTIB KOXKHOTO Kiacy. Konu gaHi He € JIHIHHO pO3IiIbHUMHA
y METOJli BUKOPHCTOBYIOTh (PYHKIIIFO BTpaT B TO€AHAHHI 3 IMJAXOJOM 3 M SKHM pIIICHHSAM Ta
L2-perynsapuzatiero [10]. OOuncnenns kinacudikaTopa eKBiBaJIeHTHI MiHIMi3allii BUpa3y:

%Zn: max(0, 1-y,(&- X, — b)) + 7‘”63”2 :
i=1

1€ O — e BEKTOP HOPMaJIi 10 MiMepILIONIMHMY;

b
”T — 3CyB IUIONIMHY BiJ] MOYAaTKy KOOPJMHAT B3I0BXK O

@)
N — 3arajgbHa KUTHKICTh HABYAJBHUX 3Pa3KiB yCiX KJIaciB IaTaceTy;

X; — BEKTOp O3HAK i-ro 3pas3Ka;

y;— Horo kmac, mo BHM3Hayae, MO SIKUM OIK Bif TiNEpPIUIOIIMHU 3HAXOIUTHCS ILeH 3pa3ok

(y; et-1,+1});
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A — xoeditieHT peryssipusarii (KOHTPOJIIOE OATaHC MiK TOYHICTIO Ta y3aralbHEHHSIM);

— 12 . .
||w|| — KBaJpaT HOPMU BEKTOpa HOpMaJl JI0 TIEPILIONMHY.

Memoo KNN

Metox KNN € HenmapaMeTpuYHUM aNrOpUTMOM, SIKUH HE OOMEXEHHH (DIKCOBAaHUM YHCIIOM
napaMmeTpiB. 3a3BUYail BBAXKAIOTh, 110 IICH aJITOPUTM B3arajii HE Mae IapaMeTpiB, a peajizye mpocTy
GyHKIIO Bl HaBYaIBHKUX JaHUX. HacripaB/ii B HbOMYy HaBIiTh HEMA€E CIPABKHBOTO €TaIly HaBYaHHSI.
[IpocTo Ha erami TeCcTyBaHHs, Oa)KalOYX OTPUMATH BUXIJT Y JUISI TECTOBOTO 3pa3ka X, IIYKAlOTh B
HaBYaIbHOMY HaOOpi X K-HaHOMMKYMX CYCiiB X Ta BU3HAYAIOTh HOTr0O KJIac Ha OCHOBI OLIBIIOCTI
ixHix mitok. L4 imes mparttoe i Oy1b-IKOTO BUIY HaBYaHHS 3 yYHTENEM, 3a YMOBH, L0 MOXKHA
BU3HAUUTHU MOHATTS CEPEeIHBbOI MITKH. Y pa3i Kiacu@ikaiii ycepeIHIOBaTH MOXKHA 3a YHITApHUMU
KOJOBUMH BEKTOpPaMH C, y kux Cy =1 i Ci =0 misa Bcix iHmux i. CepeaHe 3a TAKUMH BEKTOPAMH
MOXXHa IHTEpHpeTyBaTH, SK po3moAaul iMoBipHOcTi KkiaciB. Ausroputm KNN, Oyayumn
HEMapaMeTPUYHUM, MOXE JOCATaTH JyKe€ BHCOKOI €MHOCTI. IlpuiyctiMo, Hampukiaa, Mo €
3aB/JaHHs OaratokiacoBoi Kiacudikaiii Ta Mipa MPOIYyKTHUBHOCTI 3 OlHApHOIO (YHKIIEIO BTpar.
VY takoMy pasi METOJI OJHOTO HAHOIMKYIOTO CYyCiJia CXOAUTHCS J0 MOJBOEHOT 0alie€CIBChKOT YaCTOTH
TTOMUJIOK, KOJIM KUTBKICTh HABYAIBHUX ITPUKIIA/IIB HAOIMKAETHCS 10 HECKIHUEHHOCTI. [lepeBuienHs
HaJ| 0al€CiBCHKOIO TMOMMJIKOIO TIOB'S3aHE 3 THM, 1[0 BHUITAJKOBHM YHHOM BHOHMpPAEMO OIHOTO 3
PIBHOBIIATIEHUX CYCi/IIB. SIKIIO KUTbKICTh HABYAJIbHUX MPUKJIAJIB HECKIHUEHHA, TO Y BCIX TECTOBUX
TOYOK X OyJZie HEeCKIHYEHHO 0araTo CyciliB 13 HaBYaJbHOIO HaOOpy Ha HYJIbOBIM BijcTaHi. SkOu
ITOPUTM JIO3BOJISIB CYCi/laM TIPOTr0JIOCYBaTH, a HE BHOMpPAB BUIIAJKOBOTO CyCila, TO TMpoIexypa
cxoaunacsi 6 1o OalfeciBChbKOi 4acTOTH NMOMUJIOK. Bucoka emuicts anroputmy KNN nae 3mory
OTPUMATH TapHI pe3yJbTaTH, SKII0 € BEIWKUA HaBUadbHUW HaOIp. AJe 3a 1€ JOBOIUTHCS
pO3IIJIa4yBaTUCS BUCOKOIO TPUBATICTIO OOYHCIICHb, & 3a MaJIOT0 HaBYAJIBHOTO HAOOPY airopuTM
MOTaHo y3araiabHIOEThCs. OHe 31 cnmabkux micib anroputMy KNN — HeBMiHHS 3p0O3yMITH, 110 OJTHA
O3HaKa € OUIbIIe XapaKTepHOto, Hixk 1HmIa [11].

Kopomkuii onuc memodis 8iodoopy 03HaK, uio0 6UKOPUCHOBYIOMbCA

VY po6oTi mociipKyBanuch HaHOUTBI TTOMmUpPEeHi GIbTpaIiiHi METOAM B1IOOpY O3HAK (aHTJI.
filter methods), 30kpema: kopensmiitauii meron (Correlation Feature Selection, CFS), meron Ha
OCHOBI cTaTucTHYHOro Kpurepiro x2, cratuctuynuii metog ANOVA (Analysis of Variance — anaiis
aucnepcii), METoT Ha OCHOB1 po3paxyHKy B3aeMHoi iH(opmartii (Mutual Information Filter, MIF) Ta
meron ReliefF. Cepen mertoniB obroptku (wrapper methods) Oynau po3risiHyTi: TE€HETHYHHMA
anroput™ (Genetic Algorithm, GA), ne 6a3oBuM aaroputMmom € aepeso pitrens (DT-GA), a Takox
MeTo pekypcuBHOro Bimbopy osuak (Recursive feature elimination, RFE), y sxkomy 6a3oBum
aITOPUTMOM TakKoK € aepeso pimens (DT-RFE).

Memoo CFS

CFS — ne npoctuii anroput™ ¢iibTpalii, SKUil paHXye MiAMHOXKUHU O3HAK BIAMOBIIHO IO
KOpeIsiiHOT eBpUCTUYHOI (GYHKINT oiHku. DYHKIIS OIIHKKA 3MillleHa B OiK MiAMHOXHH, IIO
MICTATh O3HAKH, SIKI CHJIBHO KOPENIOITh 3 KJIacoM 1 HEe KOPEemolTh MiX cobor. HepeneBanTHi
O3HAKU ITHOPYIOTHCS, OCKUIBKH BOHM MaTUMYTh HU3bKY KOPEJSIiio 3 KiacoM. HaamumkoBi o3HaKu
CIiJT BIJACISITH, OCKUIBKA BOHU OyJIyTh CUJIBHO KOPEIIOBATH 3 OJIHIEI0 ab0 KiTbKOMa O3HAKaMH, 110
sanummincs. [[puliHATHICTh 03HAKU Oyze 3ajekaTd BiJ] TOTO, HACKIJIBKA BOHA MPOTHO3YE KJIacu B
00JIacTsIX MPOCTOPY 3pa3KiB, sAKi I1e He Oyiu nepeadaydeHi iHIKUME o3HaKamMu. EBpuctruHa QyHKIIisA
OIIHKH ITiJIMHOXKHWHU O3HaK [12]:

k-r,

:\/k+k(k—1)~a'

Merit,
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ne Meritg — e eBpuCTHYHA OIHKA MiIMHOXWHHU O3HAaK S, M0 MiCTUTH K 03HaK;

Iy — cepeaHs Kopemsiis o3Haka-kiac f €S

r~— CepelHs B3aeMHa KOpeJsLii MiX 03HaKaMH B MIAMHOXKHHI.

OcHoBHa MeTa — 3HAWTH OajdaHC MK BHUCOKOIO KOPEIAIIE€I0 O3HAK 3 KJIACOM, 1 HHU3BKOIO
B3a€EMHOIO KOPEJIAIIEI0 03HAK MK CO00I0 (TOOTO MiHIMI3YBaTH HAJAMIPHICTB).

Dinbmpayitinuti Memoo Ha OCHO8I CMAMUCMUYHO20 Kpumepito x>.

B mpoMy mMeTomi TecT y> BHKOPUCTOBYETHCS JIJISl OLIIHKH KOPEJISIiT MK O3HaKaMH Ta MITKAMHU.
CratuCcTHYHUR TecT ¥> Mae HyJbOBY TiNOTE3y, TOOTO O3HAaKa Ta MIiTKa € HE3aJEKHUM, MPOTH
aIbTEPHATUBHOI TINMOTE3H, TOOTO BOHU € 3aiekHUMHU. HynboBa rimore3a BIIXWIISETHCS, KOJH

2 2 . . . .
POy > Xstatistic)< a., ne piBeHb 3Hauymocti o =0,05. B iHmIOMy BHMIIaZKy HyJIbOBa IiloTe3a He

Mmoske OyTu Bigxuiena [13]. Craructuka > mae cryminb BinmbHOCTI degree of freedom — df), sikmit
pospaxoByethes sk df = (r —1)- (C —1), 1€ I' — KUIBKICTh PSAKIB Y KOHTUHT€HTHINA Ta0nuii (03HaK),
C — KUIBKICTh CTOBIMIIIB (MITOK) .

OcHoBHa 171€s TeCTy ¥* MOJSArae B TOMY, 11100 MOPIBHATH CIIOCTEPEkKYBaHI 3HAUEHHS B JTaHUX 3
TEOPETUYHO OYIKYBAaHMMHM 3HAUEHHSMU 1 MEPEBIPUTH, UM TOB'sI3aHI Il 3HaYEHHsSI MK coboro. [
PO3paxyHKy 3HAu€HHs Y> CTBOPIOEThCS KOHTMHIeHTHa Talnuus. DopMmyna CTaTUCTHKU >
HactymHa [13]:

2
r C —
2 _ Qi —Eijp)
=20 = ,
i=1 =l i
ne Q; ; — CrmocTepeKyBaHa YacToTa [l YapyHKH |, J ;
E; ; — O4iKyBaHe 3HAYCHHS I YapyHKH I, ], po3paxoBaHe 3a yMOBH HE3aJIEKHOCTI 3MiHHHX.

TeopeTH4HO OUiKyBaHE 3HAYEHHS JUIS YAPYHKH |, | , PO3PAaXOBYETHCS SK:

Zoi,k 'Zok,i
E- = k=1 k=1
1] N

C
ne ZOi « — CyMa [0 psZIKY | (3arajpHa KiTbKIiCTh CIIOCTEPEKEHb B KaTeropii | 3MiHHOT X);
k=1

r
z O,,; — Cyma 10 CTOBIIIO | (3arajlbHa KilbKiCTh COCTEPEKEHb B KaTeropii j 3MiHHOI Y);
k=1

N — 3aranbHa KUIBKICTh YCIX CIIOCTEPEKEHbD.

. . . . 2 2
Y mocniKeHHSIX MPOBOJMBCS PO3paxXyHOK > Ta BU3HAYEHHS MMOBIpHOCTI p(xdf > Xstatisﬁc),

Ha OCHOBI SIKOT YXBAJIOEThCS PILICHHS NPO BIIXWICHHS a00 MPUUHATTS HYJIbOBOI Tinore3u. Ilicis
4Oro 3/1iICHIOBAJIOCh paH)KyBaHHs 03HaK Ta BiJ0ip 15 03HaK 3 HAWKpaIlMMU MOKA3HUKAMHU.
Cmamucmuynuti memoo ANOVA
Tect aqucnepciitnoro ananizy ANOVA BUKOPUCTOBY€ETHCS /7Sl HOPIBHSHHS CEpPEeIHIX 3HaUEHb
JEKUIbKOX Ipyn y HaOopl AaHUX Ta BUSBJIEHHS CTAaTUCTMYHO 3HAYYIIMX BIIMIHHOCTEM MiX
cepelHIMU 3HaYeHHSIMM pizHUX Tpyn (kiaciB). Cratuctuka ansi ANOVA — F-cratuctuka, sika
O0OYHCITIOETHCS 32 TAKUMU eTarnamu [ 14]:
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1. Po3paxyHok Bapialiii Mix rpynamu:
1.1. Mix cymoro kBazparis (Between sum of squares, BSS):

Koo
BSS = n;(x; -x)*,
j=1

Jie X; — CepeJIHE 3HAUEHHs |-i rpynu;

N; — KUIBKICTB CIIOCTEPEKCHB Y J-1 IPYIIL;

X —3arajibHe cepeaHE 3HAaUCHHA BCIX CIIOCTCPCIKCHD.

1.2. Cepenni kBaaparu Mix rpynamu (Between mean squares, BMS):
BMS=BSS/df ,
ne df =degreeoff freedom=k-1 (k — kinpkicTs Tpym).

2. Po3paxyHok Bapiallii BcepeauHi rpy:
2.1. Cyma xBazpartiB Bcepeauni rpyn (Within sum of squares, WSS):

[
WSS =>"(n; -1)o7,
j=1

Jie G — CepeHbOKBAIPATUYHE BIIXUJICHHSL.
2.2. Cepenni kBaaparu Beepeauni rpym (Within mean squares, WMS):

WMS = WSS/df,,,

ne df,, = N— k N — KiUTbKiCTh CIIOCTEPEIKEHb.

[Ticns oOumcneHHs: F-CTaTHCTUKU O3HAKHM COPTYIOThCS Ta OOMpaeThcst K HalKpaliux O3HaK
(3 HalibibIIMMy 3HaYeHHsAMH F-ctatuctuku) [15].

Memoo nHa ocHO8I po3paxyHKy 63aEMHOI iHGhopmayii

Matoun B3aeMHy iHGOpMAIlit0, MOKHA KUIBKICHO OI[IHUTH PEJIeBaHTHICTb O3HAKH HAa OCHOBI
TOTO, CKUIbKH 1H(OpMAIIil BOHA MICTUTD IIPO UILOBUH Ki1ac. TakuM YHHOM, MU MOKEMO paHKyBaTh
O3HaKM BIAMOBIHO N0 OTpuMaHoi peneBaHTHOCTI. Mutual Information Filter mae 3BaxkeHi
pesynbratu. s po3paxyHKy B3aeMHOi iH(opMallii BUKOPUCTOBYETbCA BIJOMMMA MiAXif 13 Teopii
iH(hOopMallii, IKUH MOJIATaE B TOMY, 11100 BU3HAYUTHU CKUTbKY 1H(QOpMaIlii 0/1HA BUITaIKOBA 3MiHHA Ma€
mpo innry. OO04YucieHHs 31HCHIOITh 3a TakUM BHpa3zoM [10]:

n n P SRvE
106y)=> 3 P(x,v,)-og % |

JI€ N — 3arajabHa KUIbKICTh BUIIAAKIB;
X Ta Y — BUIIQJIKOB1 BEJIMUNHH;

Xi Ta y; — I-Te 3HaYCeHHs 3MIHHOI X Ta Y BiJIIOBIIHO;
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P(x;) Ta P(y;) — iimoBipHOCTi nosiBH X; Ta Y;;

P(X;,y;) — 00’ennana AMOBIPHICTb MOSIBH X; Ta Y.

Le#t MeTO pO3IIIAIA€ O3HAKH JIUIIIE OKPEMO, HE BPAXOBYIOUH 3ICKHOCTI MK HUMH, 1, TAKUM
YHHOM, € OJHOBUMIPHUM ITiTXO/IOM.

Memoo ReliefF

ReliefF — ne monynspunii anroputv st Binbopy O3HaK, SKMid OLIHIOE, HACKIIBKH KOXKHA
O3HaKa CHpUsE PO3PI3HEHHIO 00 €KTIB Pi3HMUX KiaciB. Mloro ocCHOBHa ijiest MOJISITae B HACTYITHOMY:
JUISL KOKHOTO 00’€KTa X; Y HaOOpi JaHUX aJrOPUTM IIyKae K HalOMMmK4MX 00’€KTIB TOrO K KiIacy
(Tak 3BaHi 30ieu), a TaKOK K HAHOIMKIUX 00’ €KTIB 151 KOKHOTO 1HIIOTO Kiacy (npomaxu) [10].

Ham ReliefF ananizye, HaCKUTbKM 3HAUYEHHSI KOXKHOI O3HAKH BIJIPIZHSIETHCS MDK IUIBOBUM
00’€KTOM Ta HoOro cycigamu. SIKIo o3Haka Ma€ 3HAYHy PI3HHUII0 MDK 00’€KTaMM PI3HUX KJIaciB
(mpomaxamu), 1€ CBIAYUTH MpPO i BUCOKY 1H(POPMATUBHICTH — ii Bara 30uablIyeThcsi. HaToMicTs,
SIKIIIO TaKa )X BIAMIHHICTH CIIOCTEPIraeThCs MiXK 00’ €KTaMH OJTHOTO Kiacy (36icamu), 1ie 03HAYAE, 1110
O3HaKa HecTallIbHA B MEKax KJjlacy — ii Bara 3MEHILYEThCSL.

BaxumBo, 1mo Baru OHOBJIIOIOTHCA 3 ypaxyBaHHAM HMOBIPHOCTI TOSBH KOXHOTO KJacy y
BuOipui. Lle no3Bojysie BpaxyBaTH MOXJIMBY AMCIPOIIOPLII0 MK KiacamH, 3aBJIsSKH 4OMY BCl
MIPOMaxy pa3oM MaroTh Bary, CliBpO3MIpHY 3 Baramu 30iriB.

VY pesynwtati ReliefF dopmye BexkTop Bar o3Hak, SKWM TOKa3y€e iXHIO 3HAYYIIICTh IS
po3auieHHs kiaciB. O3HaKu 3 HAMBUILIMMU BaraMu MOXYTh OyTH OOpaHi SIK HalOUIbII peleBaHTHI
JUTst TOOYTI0BH MOJIENI.

Memoo 6i060py 03HAK HA OCHOBI 2EHEMUYHO20 ANICOPUMMY 3 0020PMKOI0 Oepesa pilleHdb

['eHeTHYHMIT AITOPUTM — 11€ €BOTIOIIMHNAN METO/, IKUH IMITY€ IPUPOIHI TIPOLIECH BiIOOpY Ta
CHAJKOBOCTI. Y KOHTEKCTI BIZOOPY O3HAK KOXEH IHIWBIAYyM (pIllIEHHS) TMOAAEThCS OIHAPHUM
BEKTOpPOM, Jie¢ | O3Hayae BKIIOYCHHS MEBHOI O3HaKM a0 Mojenm, a 0 — 11 BimxunenHs. [Touarkora
TTOMYJISAIIS CKJIQJa€ThCS 3 BUMAAKOBO 3T€HEPOBAHUX 1HAMBIAYYyMiB. Jlam KOXEH 3 HUX OIIHIOETHCS
3a (YHKIIE€I0 MPHCTOCOBAHOCTI, sika 0a3yeThcsi Ha TouHOCTI Kiacudikarii (balanced accuracy)
MOJICNII JIepeBa pillleHb, HABYEHOI Ha BIAMOBIAHINA MIIMHOXHHI O3HaK 13 BHUKOPUCTAHHSIM
M'ITHKPATHOI ITEPEeXpECHOI mepeBipku (CV = 5).

VY KOXXHOMY TIOKOJIIHHI 3aCTOCOBYIOTBHCSI OIEPAaTOPH CXPEIIyBaHHS Ta MyTallii Ui CTBOPEHHS
HOBHX pillicHb. BuOip 6aThKiB 3IHCHIOETHCS 3a MPUHIMIIOM TYPHIPHOI cesekii. Haikpari ocoOnaun
30epiraroThCsl B HACTYITHOMY ITOKOJIIHHI 3aBJISIKH MEXaHI3MY €JIITapHOCTI. TakuM YMHOM, 3 TIOKOJIIHHS B
TTOKOJIIHHS ONITUMI3Y€EThCS SIKICTh Kiacu]ikarlii Ha OCHOBI OTprMaHOi KoMOiHaIlii o3Hak [ 16].

Memoo RFE

Meton RFE — me oOroptkoBuii MeToa BimOOpY O3HAK, 3aCHOBaHWHM Ha iX paHKyBaHHI. BiH
TIOJIATAE B TOMY, 110 OCIiAOBHO BUAANSIOTHCS MEHIII 3HAUYIL1 03HAKU, BUKOPUCTOBYIOUU aITOPUTM
MaIllMHHOTO HaBUYaHHSA SK SApo Mojeli. Meton OyB Brepie 3anporoHoBanuii Guyon ta iH. [17] 1
peanizoBanmii y makeri SCikit-learn [18]. ¥V mocmimkennsx Bukopucrano meton RFE B obroprii
nepesa pitrens (DT-RFE).

bnok-cxema anroputmy DT-RFE naBenena Ha pucysky 1. Crnovatky, 10 HaB4aJbHOro Habopy
JAHUX BUKOPHUCTOBYETHCSA ACPEBO PIlIEHb JUIsI OOYMCIIEHHS BaXJIMBOCTI O3HAK 1 iX paH)KyBaHHS,
MOTIM MIOpa3y BUIAIAIOTHCS HAMEHIN 3HAYYIIl O3HAKH, a peIITa O3HAK BUKOPUCTOBYIOTHCS IS
MIOBTOPHOI'O0 TECTYBAaHHA TOYHOCTI Kiacudikaimii (Accuracy) 3a JONOMOIOI0 JepeBa pillleHb.
TounicTe knacugikaiii OOYMCIIOETBCS ITEPATUBHO, MOKU HE OyAyTh MEperjIsiHyTI BCi O3HAKH.
BpemTi-pemt oTpuMy€eThesl paH)KyBaHHS BCIX O3HAK 3@ TOUHICTIO KiIacu(ikarlii.

Kopomkuit onuc Kkpumepiie oyinioeannus egpekmuenocmi memoois ioo6opy 03Hax

Jlns aHani3zy TOro, HaCKUIbKM €(QEeKTHMBHUM € TOH 4M 1HIIMH MEeTOdy BiAOOpY O3HaK, y Wil
poOOTI BUKOPUCTOBYIOTbCS TaKi KpUTEpiiB OLIHKM SKOCTI OiHapHOi Kiacugikawii sik: Recall,
Precision, Accuracy Ta F-score.
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ITouaTox

TpenyBanbHa
BUOipKa

Binbip o3Hak 3 BukopuctanHsm DT |44

Bunanenss HaliM eHII 3HATY IIAX
03HAK Ta OHOBJIEHHS iX IIOCJIiOBHOCTi

ITocnimoBHICTH 03HAK
MOPOXKHS YH Hi

PamxyBaHHsa
03HaK

Puc. 1. brnok-cxema anropurmy DT-RFE

Accuracy (mounicms Kracugixayii)
TounicTe kiacudikamii € BIACOTKOM NPAaBUIBHUX TPOTHO3IB CE€pel YyCiX MPOTrHO3IB 1
pPO3paxoBY€EThCA 3a HACTYITHUM Bupazom (1) [10]:

TP+TN

Accuracy = ,
TP+TN +FP+FN

D)

ne TP — KibKICTh ICTUHHUX MTO3UTUBHUX PE3YJIbTATIB;
TN — KUIbKICTh ICTHHHUX HETAaTUBHUX PE3YJIbTATIB;
FP — xinbKicTh XMOHOMIO3UTHBHHUX PE3YIIbTATIB;
FN — KiIbKiCTh XUOHOHETAaTUBHUX PE3YJIbTATIB.

I{s meTpuka npuiimMae 3HaYCHHS B MeXaxX BiJl HYJIS 10 OJWHUIIL, € OJUHUIS 03HAYAE, 110 BCI
MIPOTHO3M MPaBWIbHI, a HyJIb — HaBMaKku. TOYHICTh KiTacu(iKkallii JIeTKO 00YHCIUTH, X04a OJTHUM 3 11
TOJIOBHUX HEJOJIKIB € Te, 1[0 BOHA HE € JIOCTaTHbO JOCTOBIPHOIO, SKIIO JaHl 3aHaJTO
Hez0anmaHcoBaHI (KUIBKICTh 3pa3KiB  KOKHOTO KJIacy CYTTEBO BiJpi3Hs€ThCs). Tomy, mpu
JOCIIIKEHHSAX METpUKa Accuracy po3paxoByBajiach 3a HACTYIHUM Bupa3zoM [20]:

Balanced—acc:uracyzl ™ ™ ) (2)

+
2\TP+FN TN +FP

dopmyna (2) 1o3Bossie 00UUCIUTH 30aTaHCOBaHy TOYHICTh Ta YHUKHYTH 3aBHIICHUX OLIIHOK
Ha He30alaHCOBaHMX Habopax naHUX. 30ajaHCOBaHe 3HAYEHHs TOYHOCTI Kiacudikamii — 1e
Makpo-cepeHe (macro-average) 3HadeHHs MoBHOTU (recall) 3a wimacamm. [[nst 36amaHcoBaHMX
HaOOpIB aHUX 1€l MOKAa3HUK JOPIBHIOE 3BUUAiHINA TOUHOCTI Kiacupikalii, 10 po3paxoByeThCs 3a

dbopmymnoro (1) [20].
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Precision (mounicms nozumusnux nepedbayens)

To4HiCTP MO3UTHUBHHUX TependayeHb (TOYHICTh) — II€ MOKA3HMK, SKUN KUIbKICHO BH3HAYae,
CKUIBKM BWIIQJIKiB, SIKi TPOTHO3YIOTbCS SIK TIO3UTHBHI, HACOpaBlIi € TIO3UTUBHUMH. BiH
po3paxoByeThes 3a popmystoro [10; 19]:

TP

Precision = ————.
TP + FP

Recall (nosnoma)

[ToBHOTA, TaKOXK BiZjOMa SIK YyTJIMBICTh 200 YaCTOTa XUOHOMO3UTUBHUX PE3YJIBTATIB MOJIEII.
Ile meTpuKka, sika KUIbKICHO MOKa3ye€, CKUIbKH 3 (PaKTUYHO TO3UTUBHUX 3Pa3KiB OyiH nependoayueHi sK
MO3UTHUBHI 1 oncyeThes piBHSHHM [10; 19]:

TP

Recall= ——.
TP + FN

F-score

F-score — 11e 3BaxkeHe rapMOHiI?'IHe CepeaHE 3HAYCHHSA TOYHOCTI Ta MOBHOTH, IPHUYIOMY BHECOK
TOYHOCTI B CEpE/THE 3HAUCHHS 3BAKYETHCS 32 JIOTIOMOTOI0 ITEBHOTO Mapamerpa . Bona BU3HadaeThCs
3a (hopmyioro [10; 19]:

recision-recall
Fﬁ—score:(1+,82)- 2p — :
(8 - precision )+ recall

[Ilo6 yHWUKHYTH JiJIEHHSA Ha HYJb, KOJM TOYHICTh 1 TOBHOTa JOPIBHIOIOTH HYJIIO,
BUKOPHCTOBYEThCS €KBiBajieHTHA hopmyia [10; 19]:

o (1+2)TP
Fyscore = (1+4%)TP+FP+ 42 -FN’

Komu f =2 3nauenns napamerpa Recall mae y yoTupu pasu Ounbiuuii BrumB Ha F-SCOre Hix

Precision, 110 € 0co0i1MBO Ba)XJIMBO JJIsl 33]a4 BUSBIICHHS KiOepaTak, Jieé IPOIMYyCK aTaku € 3HAYHO
KPUTHYHIIINM 32 XUOHE CIPAIIOBAHHS.

Sk 1 TouHicTh Kiacudikallii Tak 1 TOYHICTh IMO3UTUBHUX TepeadadyeHb, MoBHOTa Ta F-score
HaOyBalOTh 3HAYCHb B MEXax Bij HYJIS 1O OJAWHUII.

AHaJIi3 pe3yJbTaTiB J0C/iIKeHHS

ExcriepumenTanpHi A0CiKeHHs OyJio MPOBEACHO 3 BUKOPUCTAHHSAM iHCTpyMeHTiB Python Ta
oibmioteku scikit-learn. O6unciieHHsT BUKOHYBaIHCh Ha cucteMi 3 96 I'b omeparuBHOT mam’siTi Ta
JIBOSIIEPHUM TPOIIECOPOM 13 TaKTOBOIO yacToToro 2,3 I'T'i Ha siapo. s HaGopiB 03HAK, OTPUMAHHUX
MeTonamMu 0Oe3 BOYJOBAaHOT'O MEXaHI3MY paH)XyBaHHs, OyJio MpPOBEIEHO J0JATKOBY OIIHKY iX
3Haqym00Ti 3a monomororo Permutation Importance.

B rtabmuui 3 HaBeneHO po3paxoBaHi Mig4yac JOCHIDKEHb 3HAYEHHS Yacy HaBUaHHS Ta
TecTtyBaHHs Moneneii MH Ha moBHOMy naTaceri Ta Ha BimiOpaHux 15-TW O3HaKax, 3HAYECHHS
napametpiB: Balanced Accuracy, Precision, Recall Ta F2-score.

Ha pucynkax 2-8, a—2 HaBelIeHO OTpUMaHI Ipadikd 3aJeKHOCTI KIIBKOCTI MPOIMYIIEHUX
kibepaTak Ta XMOHMX CIIpalfoBaHb BiJl KUIBKOCTI O3HAK, JI€:

a — pe3ynpTaTi obunciensb st moaeni MH Ha ocHoBi MeTony SVM;

6 — MoJieni Ha ocHOBI MeTonty RF;

6 —Mojieni Ha ocHoB1 Metoay DT,

2 —mozeni Ha ocHoBi MeTory KNN.

88



Cuctemu 1 TexHOJOT11 3B 3Ky, iHpopMaTu3anii Ta kibepoesnexku. BITI Ne 8 — 2025

Tabmuus 3
3HaYeHHs MMOKAa3HUKIB SKOCTI poOOTH MOJIeNIell MATMHHOTO HaBYaHHS TPU
BHKOPHUCTAHHI PI3HUX METOJIB BiTOOPY O3HAK

MerT [Tapamerpu Yei AnroputMm
1o apavetp osmax | CFS |MTOPX™I ANOVA | MIF | Relief | GA RFE
u ML OIIIHKH " 3 X
Zf;c Bitbopy osmak | 1354 | g0 0.1 322 | 24136 | 1176 | 179
Yac naBuannsg (¢)| 0,484 | 0,078 0,079 0,091 0,185 0,141 0,062 0,152
2‘;‘3 TECTYBAML | 9015 | 0,00 | 0,005 | 0,004 | 0,005 | 0,016 | 0,016 | 0,004
DT
Balanced 0965 | 0,797 | 0983 | 0983 | 0971 | 0981 | 0965 | 0,965
Accuracy
Precision 0,993 | 0,967 | 0,981 0,981 | 0,997 | 0984 | 0,993 | 0,994
Recall 0,965 | 0,797 | 0,983 0,983 | 0,971 | 0981 | 0,965 | 0,965
F2 score 0,97 | 0,819 | 0,983 0,983 | 0976 | 0981 | 0971 | 097
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Puc. 8. I'padixu 3a51e:xkHOCTI KITBKOCTI MPOMYIIEHUX KibepaTak Ta KITBKOCTI XMOHHUX CIIPAIIOBAHb
BiJ KiTBKOCTI O3HAK IIpH BHKOpHcTaHHI MeTory RFE

AHaJi3 pe3yJbTaTiB MoKa3as, 110:

1. IIpu Bukopuctanai meroxy CFS yci mocmimkeHi mMojeni MalIiiHHOTO HaBYaHHS JalOTh
TipmuiA pe3yabTaT 3a KUTBKICTIO MPOIMYIICHUX aTak Ta KUIbKICTIO XMOHHMX CIpaIfoBaHb HIX TpH
HaBYaHHI Ha MOBHOMY jartaceTi. OKpiM TOro, oOUYMCIIOBalIbHA CKJIAIHICTh I[LOTO METO/Y TATHE 3a
co0010 3HaYHI 3aTpaTH Yacy Ha Bifi0ip O3HAK, 1110 HIBEJIFOE BUTPAIII BiJl 3MCHIIIEHHS Yacy Ha HaBYaHHS
MOJICJII Ha MEHIIIOMY HaOOpi 03HAaK.

2. Ilpn Bukopuctanui metomy Relief Oymo oTpumano TOKpamieHHS SKOCTI POOOTH YCiX
JOCIIKYBAaHUX MOJIeNIeH MalllMHHOTO HaBYaHHS, 32 yciMa MOKa3HUKaMHU, MIPOTE, 1€ METO]l TOTaHO
Mpalloe Ha BEJIMKUX HaOOpax MaHUX OCKUIbKM Ma€ 3HAYHYy OOYMCIIOBAJIbHY CKJIaJHICTh. Yac Ha
B1101p 15 03HaK 13 JOCIIIKYBAHOTO 1aTaceTy CKJIaB OUIbIIe HiXK 6 TOAMH 3 MKOBUM BUKOPUCTAHHSIM
oneparuBHoi mam’sti 87 I'b.

3. He edextuBHOW0O Ansi NeTeKTyBaHHsS KiOepaTak € MOJelb Ha OCHOBI MeTony SVM, mio
OB’ S13aHO 3 HOro 0coOMMBOCTAMU. Bukopuctanus Oyl SKUX METOMAIB BiIOOPY O3HAK HE MPU3BEIIO
JI0 3HAYHOT'0 MOKpAIIEHHS pe3yNbTaTiB poOoTH Mozeni. Yac Ha HaBYaHHA Ta TECTYBaHHS MOJEN €
HaWBHUIIMM 13 PO3MISIHYTHUX MeTo1iB MH.

4. Haiikpaimux pe3y/bTaTiB BAANOCh JOCAITH MPM BUKOPUCTAHHI aITOPUTMY 3 2, METOIB
ANOVA ta MIF B mozeni, mo noOynoBana Ha ocHoBi RF. Jlemo ripmii mokasHUKHA B LBOMY
noeqHanHi MaoTh Metoaun GA ta RFE. Ilpore Bukopucranns metoniB GA ta RFE B Mozeni Ha
ocHoBi MeToay KNN nae Halikpamuii pe3yabTar 3 yCixX J0CIiIKyBaHUX KOMOiHaIlii METOIiB B11OOpY
o3HaK Ta MeToaiB MH 3a KiNBKICTIO A€TEKTOBAaHUX aTaK Ta XMOHMUX CHpAIIOBaHb. YCi MOKA3HUKU
SIKOCTI y TAKOMY BUIJIKy MalOTh 3HaYEHHS 110 MepeBUIy0Th 99 %.
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BucHoBku

3arajiom BapTo MiAKPECIUTH, 10 BUKOPUCTAHHS METOIIB BiZIOOPY O3HAK J03BOJISE IOKPALTUTH
MOKAa3HUKH SKOCTI poOOTH MO/IeNel MallMHHOTO HaBYaHHS, 3MEHILIUTH Yac Ha iX HaBuaHHs. [Ipore
CIIiJ] 3a3HAYMTH, IO e(PEKTUBHICTh KOXKHOT'O 13 METOJIIB 3aJIC)KHUTH BiJl 00’ €My Ta XapakTepy JaHUX,
SK1 TOTPiOHO OMpAIfOBAaTH, METO/(iB MAIIMHHOTO HABYAHHS 3 SKMMU BUKOPUCTOBYIOTHCS Ti UM 1HIII
MeTOIH BiZOOpY O3HAK, YAaCOBUX Ta OOUYHMCIIOBATHHHUX OOMExXeHb. HaBeneHi B craTTi pe3yibTaTtu
eKCTIEPUMEHTAIBHUX JIOCIIIKEHb MOXKYTh OyTH BHKOPHCTaHI JJIsi BAOCKOHAJCHHS iCHYIOYHX, a0
PO3pOOKH HOBHX MO/IEIel MAIlIMHHOTO HABYaHHS, 1[0 BAKOPHCTOBYIOTHCS B CUCTEMaX KiOep3axucTy.

[IpoBenenuii aHasi3 He € BUYEPITHUM 1 HE OXOIUIIOE YCI ICHYIOUl METOIU BiIOOpY O3HAaK Ta ix
KOMOiHaIil, TOMy HampsMKaMu MOJAIBLIMX JOCTI[UKEHb € aHaji3 e(peKTHBHOCTI BHKOPUCTAHHS
aHcaMOJICBUX METOJIB BiI0OPY O3HAaK Ta OIHKA CTA0UTPHOCTI PI3HUX METOMIB (OLIHIOE, YH
3aJIMIIAETHCSA 00paHa IMiIMHOKUHA O3HAK NMPU HE3HAYHUX BaplallisX BXITHUX JIAHUX.
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